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Outline

● Problem: why are we interested?
● Datasets: how do we measure?
● Architectures: what is our hypothesis space?
● Performance: how do we measure it? How robust is it?
● Outlook



Automated sample alignment -- current method

● detect loop, pin and stem by analysis of variance and sum curves
● code parallelized ~ run time about 8 seconds on multicore machine
● outputs segmented images
● models bounding box projection, centroid and rightmost point
● E.g. we know at what angle there is projected area minimal and maximal -- 

useful for efficient raster scanning.
● Works most of the time but sometimes fails miserably

○ success crucially dependent on good background model









We sometimes need more accurate models of sample 
image movement …

● although sample moves on a circle as omega axis changes, its image almost 
never does (only if there is just material of refractive index of 1 around it). It 
follows much stranger law. Law nonetheless -- one just needs more 
parameters to model it …



This is example of a sample aligned almost perfectly. It’s image is moving across many microns … it is 
important to model it well ...



Slab model



What we want is system that:

● recognizes different sample components
○ crystal, loop, stem, pin, ice, dust, mother liquor
○ pixelwise

● works at arbitrary scale
● is fast



But to begin with, we need a benchmark!



Datasets

● Video streams recorded during sample alignment
○ 73301 alignments, ~65 images in each

● Click dataset
○ 525312 images with associated clicks 
○ either clicks during alignments or sample exploration i.e. double clicks

● Semantically segmented dataset 
○ Pixelwise annotated dataset
○ 1248 images in the database



Segmentation Dataset

● pixelwise annotation is costly
○ only 1248 images 
○ notions: ['crystal', 'loop_inside', 'loop', 'stem', 'pin', 'capillary', 'ice', 'foreground', 'click']

● can we use cheaper kind of annotation?
○ user clicks: ~500K images in the database
○ video stream: ~2M images in the database
○ images acquired during auto centring using prior, shallow, system (~30K images)



Building an annotated dataset









Network Architecture

● U-net based
○ arXiv:1505.04597
○ arXiv:1611.09326
○ arXiv:1610.02357

●

https://arxiv.org/abs/1610.02357v3


Training
● TensorFlow used through Keras 
● Optimization algorithm is RMSProp, with initial learning rate of 0.001
● Training for 70 epochs. Each epoch exposes ~10000 sample images
● Dynamic learning rate decay, Reducing learning rate by factor of 2 after 3 epoch without drop in validation loss
● Regularization Dropout of 0.2 after every layer, weight decay of 1e-4
● Heavy data augmentation 

○ random flips and transpositions
○ random affine transforms (shift, shear, zoom, rotation)
○ random channel swaps and brightness modification
○ random background swaps (PX2A backgrounds at different illumination conditions, default PX1 beckgrounds)

● 2 x NVIDIA RTX 6000 (24 GB RAM)
● Mixed precision used during training for 3x speed up

○ 800 ms per batch
○ ~8 hours for model to converge



Data augmentation



Data augmentation



Training -- learning curves

using all images



Training (do we actually need more images?)

using half of images



Loss function and Metrics

● Focal loss (arXiv:1708.02002)
● Binary Intersection over Union as metrics

https://arxiv.org/abs/1708.02002v2


Loss function and Metrics

● Evaluation on all data 



Performance

● 12ms per image in batch mode on NVIDIA RTX 6000
○ will be slower on CPU but still near real time

● robust with respect to orientation and scale
●
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Outlook

● Bigger and better dataset 
○ Please, please send me your backgrounds

● Deploying on PX2 and PX1
● Deploying at other sites
● Use for better alignment of samples 

○ more accurate models of sample image movement as function of orientation require more than 
just three clicks

● Use for automated and accurate sample reorientation for multi orientation 
experiments


